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1. Introduction

The use of residual dipolar couplings (RDCs) in the analysis of biomolecular structure and dynamics has expanded rapidly since its potential as a source of structural information on proteins was demonstrated in the mid 1990s.1,2 Of course, this work on proteins rested on applications to smaller biomolecular systems that occurred much earlier,3 and even these early applications benefited from prior research on organic molecules in partially ordered liquid crystals.4 However, in the 1990s, the existence of efficient means of introducing magnetically active isotopic labels (13C and 15N) and the availability of triple resonance strategies for selective manipulation and assignment of NMR resonances made widespread application to large biomolecules possible. It was fortuitous that the 13C and 15N labels introduced had small magnetogyric ratios, allowing simple dipolar interactions with directly bonded protons to dominate RDC observations. Prior work had focused on systems with couplings coming from the much larger 1H–1H dipolar and 2H quadrupolar interactions.

While large interactions and the resultant increased size of observable couplings may have seemed an advantage, these large interactions also lead to complex spectra and broader lines. In the case of 1H–1H interactions, additional splittings of resonances from protons at long distances arose, and in both cases broader lines resulted from enhanced spin relaxation processes.

Since the recognition of the potential of RDCs in protein structure determination, applications have spread to nucleic acid structure, carbohydrate structure, protein–ligand interactions, protein domain relationships, high-throughput strategies for structural genomics, and studies of motional amplitudes in flexible assemblies. Related pieces of data coming from interactions with paramagnetic sites and chemical shift anisotropy (CSA) offsets have also come onto the scene. Each new application demands parallel improvements in sample preparation, data acquisition, and data analysis methods.

The development of RDC applications has been reviewed periodically since their introduction to the structural biology field,5–13 and the reader is referred to these reviews for a more complete description of the history and the underlying theory. Here, we will provide a brief introduction to RDCs and related data as they are used today. Advances that have been made in alignment techniques, data acquisition techniques, and analysis methods will be reviewed. In the course of this review, we will provide examples of applications that use these methods. Applications, per se, have become too numerous to attempt a comprehensive review.
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coupling that dominates solids NMR spectra. For a pair of spin 1/2 nuclei in a magnetic field, the distance and angle dependence are shown in eq 1 below, where \( r \) is the distance between a specific pair of nuclei, \( \gamma_1 \gamma_2 / I_1 I_2 \) are the magnetogyric ratios for the nuclei, \( \mu_0 \) is the permeability of space, \( h \) is Planck’s constant, and \( \theta \) is the angle between the considered internuclear vector and the magnetic field. When all parameters are given in SI units, the resulting \( D_{ij} \) is given in Hertz. Many measurements of RDCs are made between pairs of bonded nuclei, so that \( r \) is fixed; RDCs have, thus, been used primarily to provide angular information.

\[
D_{ij} = -\frac{\mu_0 \gamma_1 \gamma_2}{2(2\pi)^3} \frac{3}{2} \cos^2 \theta - 1 \]

The formula in eq 1 differs from the dipolar coupling expression commonly used in solids NMR applications in some important ways. First, the brackets around the angular term denote averaging over the fast molecular motion that occurs in solution or liquid crystal media. If motion allows vectors to sample directions uniformly in space, the expression reduces to zero; hence, the requirement that partial alignment be used to produce measurable values. Rapid averaging also means that, under partial alignment, interactions result in a single uniform splitting of resonances rather than a solids-like powder pattern. Second, the expression differs by a factor of 2 from that used in the solids NMR area. This is done so that values correspond directly to the increment in splitting of the doublets that would be seen in through-bond-coupled spectra of an isolated pair of spin 1/2 nuclei. And third, the expression assumes that all couplings are first order (coupled spins are effectively “unlike” spins).

The effects of RDC are illustrated in the energy level diagram of Figure 1 for a pair of bonded \(^1\text{H}\) and \(^15\text{N}\) spins. The \(^15\text{N}\) (first spin) has a negative magnetogyric ratio, and the \(^1\text{H}\) (second spin) has a positive magnetogyric ratio. The common spin operator for dipolar and scalar parts (\(2\text{H}_2\text{N}_2\)) produces the perturbations shown to the right of the initial energy.
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2. Origin of Residual Dipolar Couplings and Complementary Observables

2.1. Residual Dipolar Couplings (RDCs)

RDCs arise when molecular systems containing proximate pairs of magnetic nuclei are partially ordered in magnetic fields. The underlying mechanism is the same as the through-space dipole–dipole...
levels as dictated by just a Zeeman interaction with an external magnetic field (energies not to scale). Because of the identical spin operators, RDCs add to scalar couplings (J HNN) to produce splittings of J HNN + D HNN. As drawn in the diagram, the sum of J HNN and D HNN would have to be negative. The actual sum could of course, be either positive or negative, depending on the nature of molecular orientational averaging. Two resulting doublets (one at the 15N frequency and one at the 1H frequency) are shown at the bottom. Splittings are usually measured under isotropic (J HNN) and aligned (J HNN + D HNN) conditions to isolate the RDC contribution.

The need for partial alignment actually introduces additional unknowns into the above expression, making analysis of RDCs in terms of angular constraints less straightforward than the simplicity of eq 1 would imply; at a minimum, there must be parameters specifying the level and direction of order. The order also need not be axially symmetric, making it necessary to specify the orientation of a complete ordering frame relative to a molecule fixed coordinate system, as well as the extent and asymmetry of order. Specifying order results in the appearance of five independent variables as opposed to the single angular variable explicitly occurring in eq 1.

Following a practice set in the liquid crystal literature, these five variables can be introduced as elements of a 3 x 3 order matrix (Sik, eq 2). Dmax ij is the coupling for a pair of nuclei at a 1.0 Å separation with their internuclear vector along the magnetic field, and the cos(θk) are the direction cosines relating the internuclear vector to the axes (x, y, z) of the order matrix frame. Because the matrix is traceless and symmetric, only five elements are independent. These five elements can also be viewed as the three Euler angles needed to transform molecular representations from the initial molecular frame to the principal frame in which the order matrix is diagonal, plus a principal order parameter (Szz) and an asymmetry parameter (η = (Sxx - Syy)/Szz) for this new frame. The elements of order matrices are dimensionless and of magnitude 10^-3 for systems discussed here, reflecting the fact that motional averaging reduces observable dipolar couplings by approximately 3 orders of magnitude from their static counterparts (1H-15N RDCs observed are on the order of ±25 Hz as opposed to the maximum coupling of 24 350 Hz that would be observed for a static directly bonded pair at 1.02 Å oriented in the direction of the magnetic field).

\[
D_{ij} = \frac{D_{\text{max}}}{r^3} \sum_{kk} S_{ik} S_{jk} \cos(\theta_k) \cos(\theta_j) \tag{2}
\]

Some alternate practices for specifying molecular order have also arisen. One stems from an assumption that the principal alignment frame may be known. Once in the principal alignment frame, all S_{ij} for i ≠ j are zero and eq 2 can be simplified. The remaining S_{ii} are replaced with new variables such as an axial alignment parameter, D_{aa}, and a rhombicity parameter, R. These new parameters are simply related to order parameters as follows: S_{zz} = 2D_{aa}/D_{\text{max}}, and η = 3/2 R.

\[
D_{ij} = \frac{D_{a \ ij}}{r^3} \left[ (3 \cos^2 \theta - 1) + \frac{3}{2} R \sin^2 \theta \cos(2\phi) \right] \tag{3}
\]

For procedures that generate structural solutions by minimizing error functions through rotation of a molecular fragment toward a principal alignment frame, writing trial RDCs in the form of eq 3 is convenient. It is also convenient in the case of magnetic alignment of a molecule containing a paramagnetic center, where approximate directions for axes of a susceptibility tensor may be known from local coordination geometry. In this latter case, D_{a \ ij} and R are related to the magnitude and rhombicity of a susceptibility tensor. Here D_{a \ ij} = (D_{\text{max}}/r^3) - (B^2/15kTμ0) and R = δy/δx, where B is the axial anisotropy of magnetic susceptibility and δy/δx is the rhombicity. Note that a dependence on magnetic field squared enters (B^2). This points to the potential importance of an alignment mechanism dependent on inherent anisotropic magnetic susceptibilities of molecules of interest as higher field magnets become available.

2.2. Chemical Shift Anisotropy (CSA)

There are other partial alignment effects on NMR spectra that can complement RDC information in the sense that they display similar angular dependencies. Among these effects are resonance offsets that arise from anisotropies in chemical shielding tensors. The chemical shielding of nuclei in most molecular groups varies with orientation in a magnetic field due to the anisotropy of the group’s electronic distribution. Normally in solution NMR, only the isotropic average of the resonance position is seen, δiso. However, offsets to the isotropic chemical shift under partial alignment can be significant for nuclei in chemical groups with particularly large CSA's, in a carbonyl group, for example. These offsets can be used to place constraints on geometries of molecular models.

The chemical shift offset, δCSA, can be expressed as shown in eq 4, where the δkk are the principal elements of the anisotropic part of the chemical shift tensor, θk and θjk are the angles between the prin-
principal axes of the shift tensor and an arbitrary molecular frame, and $S_{ij}$ are the elements of the order tensor in the molecular frame. The values of $\delta_{kk}$ are assumed to be well defined in a frame oriented in an individual molecular group. In practice, the values and directions of their principal axes have been taken from suitable model compounds examined in the solid state. As an alternate procedure, accurate ab initio calculations of chemical shift tensors seem to offer promising results.20,21

The similarity of eq 4 to the RDC eq 3 can be recognized when eq 4 is re-expressed as the sum of two pseudo-dipolar couplings in the principal alignment frame (eq 5).16 This equation uses the same alignment parameters as eq 3. It presumes that one knows the angles between the principal alignment frame and the principal axes of the shift tensor for a group of interest (or that one can find them through a simulated annealing procedure).

\[
\delta_{\text{CSA}} = \frac{2}{3} \sum_{i=x,y,z} \sum_{j=x,y,z} S_{ij} \cos(\theta_{ik}) \cos(\theta_{jk}) \delta_{kk} \tag{4}
\]

Applications of CSA offsets as structural restraints have largely been confined to solid-state NMR where offsets are large and more easily measured than in weakly ordered solution NMR. The anisotropic contribution to the chemical shift in the case of weakly ordered systems requires high resolution and precise chemical shift referencing. Chemical shift offsets have been measured for carbonyl carbons in both glycolipids and amphipathic peptides strongly oriented by incorporation into phospholipid bicelles and in both low24 and high molecular weight proteins16 weakly oriented by collisional interactions with alignment media. Phosphorus chemical shift offsets in oligonucleotides17 and nitrogen shift offsets in proteins16,23 have been measured in a variety of alignment media. One of the primary difficulties in the use of CSA offsets is that both an isotropic reference spectrum and an aligned spectrum must be collected under conditions in which variations in environment (such as temperature) introduce no additional chemical shift perturbations; differences in peak positions between aligned and reference spectra can then be associated solely with CSA offsets. An interesting approach to solving this problem is to compare spectra of the same sample taken under static and spinning conditions, where spinning at the magic angle destroys the ordering of most liquid crystalline media and allows the dipolar interaction to average to zero.26

2.3. Pseudocontact Shifts in Paramagnetic Systems

A similar set of equations results for resonance offsets seen in systems carrying a magnetically anisotropic paramagnetic center. These systems exhibit not only field-induced alignment, but also chemical shift offsets that depend on pseudocontact (or dipolar) shifts, $\delta_{\text{PC}}$.27,28 First-order contributions to pseudocontact shifts do not actually depend on molecular alignment but come from a net electron spin moment that depends on a molecule fixed susceptibility tensor. We include a discussion here because of the complementary nature of the data. Pseudocontact shifts are distinct from through-bond contact shifts that occur over short distances. Contact shifts can also be useful, but they depend on electronic structure theories for interpretation.15,29,30 The form of the equation for pseudocontact shifts (eq 6) also bears a marked similarity to eq 3 with axial and rhombic susceptibilities being substituted for axial alignment and rhombicity parameters. The electron-to-nucleus distance ($r$) also appears in place of an internuclear distance. There is a subtle difference in that the susceptibilities used here are those for the paramagnetic center and not the total (paramagnetic plus diamagnetic) susceptibilities that would be used in an expression for RDCs resulting from magnetic alignment. The expression also lacks a dependence on nuclear properties and gives resonance offsets in dimensionless units appropriate for measurement in parts per million. Measurement of the offset requires comparison to a diamagnetic analogue having the same geometry and charge distribution. While preparation of a suitable reference sample can be a challenge, there are illustrations of successful measurement,28,31–33 and when successful, the data provide both angular and long-range distance constraints.

\[
\delta_{\text{PC}} = \frac{1}{12\pi r^3} \left[ \Delta \chi (3 \cos^2 \theta - 1) + \frac{3}{2} \Delta \chi \sin^2 \theta \cos(2\phi) \right] \tag{6}
\]

2.4. Cross-Correlated Relaxation

More recently, cross-correlated relaxation interference has also provided angular information in a form similar to RDCs. In particular, interference between dipole–dipole interactions and Curie interactions has been used to some extent.32,33 While observation of this interference, like observation of pseudocontact shifts, does not require partial alignment, we include a discussion here because of the complementary nature of the data. Cross-correlated relaxation arising from interference between a contribution from a paramagnetic center-nuclear dipole interaction (the Curie contribution dominating paramagnetic at higher magnetic fields) and a contribution from a nuclear dipole–nuclear dipole interaction can be expressed as in eq 7. Here $i$ is usually a proton and $j$ is an $^{15}$N or $^{13}$C site in a paramagnetic protein, $r_i$ is the distance between the paramagnetic center and the $j$ spin, $\omega_i$ is the proton resonance frequency, $r_j$ is the rotational correlation time of the protein, and $\theta$ is
the angle between the $^{1}H-X$ vector and the electron–proton vector. The effects are very similar to the effects of CSA and dipole–dipole cross-correlation exploited in TROSY experiments, and, in fact, cross-correlated relaxation can be measured from differences in line widths of spin-coupled multiplets. Analysis of dipole–dipole/CSA interference can give similar angular information.\textsuperscript{34} The angular dependence for both effects is again of similar functional form to RDCs but complementary in that the vectors involved are different in each case.

$$\eta_{\text{CCR}}^{\text{CCR}} = \frac{k}{r_{i}^{3}} \left( 4 r_{r} + \frac{3 r_{r}}{1 + \omega_{r}^{2} r_{r}^{2}} \right)$$  \hspace{1cm} (7)$$

Recently authors have used RDC, pseudocontact shift, cross-correlated relaxation and paramagnetic relaxation enhancement data together to develop a novel strategy for fast NMR resonance assignment in $^{15}N$ HSQC spectra of proteins, whose structures are known from X-ray. This strategy yields the magnetic susceptibility tensor at the same time.\textsuperscript{35} As applications progress, there are certain to be new sources to exploit for orientational and angular information.

3. Alignment of Samples

Partial alignment of samples is the key to the observation of RDCs, as well as other observables that come from anisotropies in spin interactions. The need for this alignment is embodied in the dependence on order parameters that average to zero any time molecules sample an isotropic distribution of orientations in a time short compared to the reciprocal of the interaction. Early applications used high magnetic fields and inherent anisotropies in magnetic susceptibilities of the molecules of interest to directly induce nonisotropic distributions,\textsuperscript{1} or they used the field-induced order of liquid crystalline media to indirectly induce nonisotropic distributions through collisional interactions of the molecules of interest.\textsuperscript{22} These early alignment methods are depicted in Figure 2 for the case of field-induced order of myoglobin (Figure 2A) and collision-induced order of a two-domain fragment of barley lectin in a bicelle medium (Figure 2B). A number of different media for aligning samples exist, and the most commonly used media are described here.

3.1. Bicelles

Bicelles were the first medium used to collect RDCs in biomolecules. The actual physical nature of the bicelle medium depicted in Figure 2B has come into question recently.\textsuperscript{16} The original model for bicelles composed of mixtures of dimyristoylphosphatidylcholine and dihexanoylphosphatidylcholine (3:1) is one of lipid bilayer disks 30–40 nm in diameter, having the shorter chain lipid concentrated at the edges. The model is actually supported by a variety of data on closely related systems including low angle X-ray scattering data,\textsuperscript{37} data on the anisotropic diffusion of solvent about the disks,\textsuperscript{38} NMR data on the orientation and distribution of the two lipids making up the particles,\textsuperscript{39,40} as well as electron microscopy, fluorescence, and light scattering data on particle size.\textsuperscript{39} Nevertheless, these data are often on samples prepared at higher concentrations than those typically used for high resolution biomolecular studies, or they are on somewhat different lipid compositions, or interpretation relies on model-dependent theories to relate less direct observations to the question at hand. Recently, an alternate “Swiss cheese” model has been proposed in which bilayers are punctuated by holes lined with the shorter lipid.\textsuperscript{36} Support for this model depends on relating less direct diffusional data for a lipid-soluble probe to the structural model. Debate about the actual structures that exist may continue for some time,\textsuperscript{41,42} but both models share a basic bilayer structure oriented with the normal perpendicular to the magnetic field. Both are, therefore, capable of imparting order though collisional interactions of soluble, nonspherical molecules with the bilayer surfaces.

3.2. Bacteriophage

The options for aligning soluble molecules for the measurement of RDCs have increased dramatically in the years following initial applications of bicelles. Use of bacteriophage followed quickly and proved particularly useful for the study of nucleic acid systems as well as protein systems.\textsuperscript{43–46} The filamentous phage used in these studies are up to 1000 nm in length and of order 10 nm in diameter. They are
covered by a coat protein and are highly negatively charged. Recovery of sample by high-speed centrifugation of phage particles is possible.

### 3.3. Polyacrylamide Gels

Another distinctly different alignment medium is based on anisotropically compressed polyacrylamide gels,

| gel | C_nE_m/n-alcohol/CTAB/SDS | positive, negative | 0–60 | + easy preparation, inexpensive, highly compatible with biomolecules, kinetics of alignment esp. with dissolved biomolecules unknown | 109 |
| poly(ethylene) glycol ether bilayers doped with charged lipids | C_nE_m/n-alcohol | neutral | 0–60 | + easy preparation, + high pH, - only suitable for negatively charged biomolecules | 186 |
| bacteriophage | rod-shaped viruses | negative | 5–60 | + easy preparation, sample recovery | 43, 44 |
| purple membranes | cooperative anisotropic membranes | charged | < 70 | easy preparation, inexpensive, highly compatible with biomolecules, kinetics of alignment esp. with dissolved biomolecules unknown | 189, 190 |
| stretched or strained polyacrylamide gels | polyacrylamide gels | neutral | 5–45 | + easy sample recovery, + can accommodate larger MW (esp. membrane) proteins, - difficult to align homogeneously, - strong steric interactions cause broad lines | 47, 48 |
| charged polyacrylamide gels | acrylamide/acrylate | charged | 5–45 | + decreased line broadening, - delicate and easily ruptured | 50, 51 |
| immobilized media | gel- or polymer-stabilized purple membranes or phage | neutral | + fixed director orientation | 48, 192, 193 |
| lanthanide ions/Ln-binding tags | align by anisotropy of susceptibility | + no compatibility problems, - very small degree of alignment, + stable, wide temperature range, - very sensitive to salt, buffer, pH | 54, 56, 57 |
| Helfrich phases | CPyBr/n-hexanol/NaBr | neutral | 0–70 | + easy preparation, + high pH, - only suitable for negatively charged biomolecules | 194, 195 |

### 3.4. Other Media

There is a wide variety of other media in use. Many of them derive from media described above. There are, for example, a number of bicelle-like media that use different combinations of amphiphilic molecules. Some, such as those based on alkyl-poly(ethylene glycol)/alcohol mixtures, are proving easy to use and low in cost. In Table 1 we attempt to summarize the current options for alignment media.

### 3.5. Practical and Theoretical Considerations

The identification of suitable media for a particular application is not necessarily trivial. It is not simply sufficient that media do not perturb molecular structures; they must also induce a proper level of align-
ment. Alignment must be sufficient to give measurable RDCs but not so large as to introduce spectral complexity. A principal order parameter of $10^{-3}$ will, for example, give a maximum $^{15}\text{N} - ^1\text{H}$ splitting for a directly bonded amide pair of about 25 Hz. This is large compared to typical line widths, particularly in the $^{15}\text{N}$ dimension of a $^1\text{H} - ^{15}\text{N}$ HSQC spectrum, but it is not so large that long-range interactions begin to broaden resonances or cause second-order distortions of one bond couplings. Alignment is also weak enough that INEPT transfers optimized for one-bond scalar couplings in TROSY- or HSQC-based experiments do not begin to fail due to mismatch of transfer delays to total couplings. Simple adjustment of media concentration is sometimes enough to scale alignment to a proper level. However, the concentration range over which cooperative alignment occurs at all is small for some media.

Several factors beyond simple concentration of the orienting medium must also be taken into account when attempting to predict the level of order. For example, the overall charge and charge distribution of a protein must be considered when attempting to orient it in an electrically charged medium; a positively charged protein will, for example, interact strongly with negatively charged filamentous phage, leading to broad lines and poor resolution. A highly asymmetric charge distribution (large quadrupole moment) will also lead to greatly enhanced RDCs. In some cases, problems with strong charge-induced association or orientation can be alleviated by raising ionic strength. However, this solution can be problematic with less salt-tolerant high-sensitivity cryogenic probes. In addition to electrostatic considerations, hydrophobic patches in biomolecules can associate with amphiphilic alignment media. It is clear that a number of media are necessary if one is to find media that are compatible with the biomolecule, spectroscopically useful, and convenient to prepare.

One solution that may offer promise for the future is the use of media-free, field-induced orientation of biomolecules. Besides the initial application to myoglobin, there have been several examples of induced alignment that take advantage of inherent metal binding sites in proteins or nucleic acids. Paramagnetic ions in appropriate sites have a large anisotropic magnetic susceptibility that results in the molecule containing the site having a preferred alignment in a magnetic field. RDC contributions to splittings of $^{15}\text{N} - ^1\text{H}$ doublets in the original work on cyanometmyoglobin, which has a highly anisotropic Fe(III) center, were slightly less than 3 Hz at 750 MHz. However, field-induced alignment goes up as field squared, suggesting that contributions would be more than 4 Hz at 900 MHz. Paramagnetic ions can also be substituted for nonparamagnetic native ions. Certain lanthanides have proven useful in this respect. Proteins can be engineered to have metal-binding tags that bind lanthanides with very high affinities. RDC contributions to splittings for some of these systems have exceeded 10 Hz at 800 MHz. Contributions of this magnitude can easily be measured.

One should also not forget that diamagnetic anisotropies can be large if anisotropic entities such as aromatic rings are arranged to coherently add to total anisotropic susceptibilities. A 16-base pair DNA double helix, for example, has about the same anisotropic susceptibility as the myoglobin molecule discussed above. Use of natural orienting properties minimizes concern about media-induced anomalies.

In addition to finding a single compatible medium, it is very useful to have the option of using several alignment media in the course of a study. Dipolar couplings suffer from the multivalued nature of the dipolar coupling function. Even after transforming to a principal alignment frame, two different $\theta$ values (in a $0^{-180^\circ}$ range) can give the same value for the $(3 \cos^2 \theta - 1)/2$ RDC function. The direction of a single interaction vector in a molecular fragment can, therefore, be defined no better than being on the surface of two opposing cones having these values of $\theta$ as half angles. Similarly, equations for RDCs expressed in terms of order parameters have five independent parameters that must be determined before the orientation of a molecular fragment in a principal alignment frame can be determined. This limitation can be partially addressed by collecting data for several (five or more) different interaction vectors in a molecular fragment of known geometry ($^{15}\text{N} - ^1\text{H}$, $^{13}\text{C} - ^1\text{H}$, $^{12}\text{C} - ^{15}\text{N}$, etc. for a residue in a protein).

The degeneracy problem does not unfortunately stop at this point. Principal order parameters (dependent on $(3 \cos^2 \theta_{x,y,z} - 1)$) are insensitive to inversion of axis directions. It becomes clear that an order frame can equally well be described by any one of four possible combinations of positive and negative $x$, $y$, and $z$ axis directions that yield a right-handed Cartesian coordinate system. One way to lift this degeneracy and determine a unique orientation of a molecular fragment is to use at least two alignment media with different alignment tensors.

A second reason for using multiple media is related to the feasibility of collecting sufficient RDCs in a fragment of known geometry. In some cases, it is not possible to collect the minimum five RDCs required to define all independent members of an order matrix. Even if there is an adequate number of interaction vectors, they can be accidentally collinear and provide redundant information. A second aligning medium can aid in gathering additional RDCs. It is difficult to see how this would work for a single isolated fragment since new axis directions and principal order parameters are introduced. However, the fact that all fragments of a rigid molecule must share the same alignment frame and have identical order parameters means that new alignment variables are introduced only once. Extreme examples of this strategy exist where structures have been determined by collecting only $^{15}\text{N} - ^1\text{H}$ data but doing so in many alignment media. Use of multiple media also facilitates the analysis of internal motion properties of biomolecules. This analysis introduces additional parameters that must be evaluated in any RDC-based analysis.
A third reason for using multiple alignment media is for the elimination of the occasional concern about media-induced distortion of molecular geometries. Significant distortions as a direct result of an interaction between the medium and the molecule of interest are unlikely because the energy of interaction required to induce order of one part in 10^3 is extremely small. However, it is possible to preferentially orient populations of minor states that are in rapid equilibrium with major states. An average RDC is observed in these cases, and it can be dominated by properties of the minor species. Collecting RDCs in multiple media can provide some protection against improper interpretation of measurements skewed by a minority of conformations. It is unlikely that preferential orientation of the same minority species will occur in all media, and derived conformations will be inconsistent if significant problems of this type occur.

To achieve most of the above advantages, each aligning medium must orient the biomolecule in a significantly different way so that the alignment tensors are not coincident. Simple solutions such as increasing the concentration of a liquid crystal from a lower to a higher percentage, for example, will not work; this will simply scale the dipolar couplings to larger values and will not, in general, provide new orientational restraints for use in structural determination. Use of media with perpendicularly oriented directors also does not yield new information. In alignment media that orient with their directors 90 degrees apart, for example, perpendicular and parallel to the magnetic field, elements of the alignment tensors will simply be scaled by a factor of -1/2. Alignment media that orient the biomolecule through primarily similar steric interactions also tend to yield similarly oriented alignment tensors. For example, aligning a protein in either poly(ethylene glycol) ether or phospholipid bicelles may give alignment tensors differing primarily by a scaling factor. However, by changing the nature of the liquid crystalline interactions with the biomolecule, for example, by changing the electrostatics of the environment, unique alignment tensors can be generated. This is easily accomplished by doping the bicelles or poly(ethylene glycol) ether with a charged lipid or by combining RDC data sets from phage and bicelles. In any event, effective use of multiple alignment media in a study of biomolecular structure or dynamics benefits greatly from the availability of a large number of alignment media.

4. RDC Data Acquisition

Initial attempts at data acquisition concentrated on the measurement of one bond \(^1\)H—\(^13\)C RDCs \(^{13}D_{\text{HN–N}}\) and \(^{13}D_{\text{C–H}}\) in proteins and nucleic acids. The choice of these particular couplings was dictated by practicality. The \(^{1}H–N\) and \(^{13}C\) internuclear distances are rather short (1.02 and 1.08 \(\text{Å}\)) and reasonably invariant. Thus, they exhibit substantial dipolar interactions dominated by directly bonded spins, and interactions could be interpreted in terms of angular constraints without concern about distance variations. Splittings could be seen in high sensitivity HSQC spectra with minimal modifications of pulse sequences. Also, \(^1\)H—\(^13\)N pairs are well distributed throughout proteins providing global structural information.

4.1. One-Bond H\(^{1}\)N–\(^{1}\)H and C–\(^{1}\)H RDCs

Early studies on field-aligned biomolecules, where one-bond RDCs were expected to be on the order of only a couple of Hertz, focused on the design of experiments achieving precision of measurement on the order of a couple of tenths of Hz. These experiments, based on modified HSQC schemes, were essentially divided into two categories: frequency-resolved methods, where the coupling is observed as a difference in positions of the two lines of a doublet in a frequency domain, and intensity-based methods, where the coupling is encoded in the signal intensity. Most couplings were measured from frequency or intensity modulation in the indirect heteronuclear dimension because less efficient spin relaxation gives narrower lines, and artifacts from \(^1\)H—\(^1\)H couplings, and cross-correlated relaxation effects could be minimized. The introduction of alignment media and tunable degrees of order reduced concern about precision of the measurement but did not fundamentally alter these two approaches. As a result, a large number of experimental schemes are available for the measurement of \(^{13}D_{\text{HN–N}}\) and \(^{13}D_{\text{H–C}}\). These experiments have been extensively discussed in previous reviews for small and medium-size proteins, and for oligosaccharides. In practice, the selection of a particular sequence depends on the field at which the data are collected, the degree of induced alignment, the level of isotopic labeling, and the size of the molecular system studied.

The use of higher degrees of alignment \(^{13}D_{\text{HN–N}}\) of up to 40 Hz can be obtained in bicelles is not without negative consequences. In protonated samples, for example, where the proton density is quite high, such conditions cause severe \(^1\)H line broadening resulting from unresolved \(^1\)H—\(^1\)H dipolar interactions. Reduction of signal intensity as well as line shape distortions can also be observed in the indirect dimension due to long-range heteronuclear \(^1\)H–\(^{13}\)N or \(^1\)H–\(^{13}\)C couplings. Some more recent developments have been directed at reducing these effects. To reduce distortions of the \(^1\)H line shape, vander Kooi et al. suggest the use of band-selective homonuclear WURST decoupling during acquisition. To solve the problem of line splittings or line broadening in the indirect dimension, Feher et al. and Pham et al. propose the inclusion of a G-BIRD sequence in the middle of the \(t_1\) interval, respectively, in modified sensitivity-enhanced HSQC and J-modulated HSQC sequences.

In the case of small-to-medium size biomolecules, intensity-based and frequency-resolved 2D HSQC schemes have both been used. In general, intensity-based methods have the advantage of offering high precision for the measurement of RDCs, but they may suffer from considerable loss of accuracy if systematic errors, such as relaxation-induced errors, pulse imperfections, or presence of passive couplings, are not carefully considered. In frequency-resolved experiments, phase distortion can complicate measure-
ments, and accuracy is highly dependent on digital and inherent resolution. Some efforts at comparison of methods have been made. For example, values of $^{1}{\text{D}}_{\text{HN}}$ were extracted, for a galectin-3C (142 amino acids) sample, from phase-encoded (intensity-based) HSQC and coupling-enhanced (frequency-resolved) HSQC data sets. A root-mean square deviation between sets of 1.1 Hz for isotropic and 2.1 Hz for aligned samples suggests that both measurements are precise and in good agreement with one another; however, it was possible to collect the intensity-based data in a somewhat shorter time. Agreement of measured couplings with couplings back-calculated from a crystal structure was substantially less than precision would indicate. This is very likely due in part to “structural noise” associated with improper modeling of local peptide geometry in terms of uniform bond lengths and bond angles.

As the size of the biomolecule increases, the number of cross-peaks in even the simplest 2D-spectra becomes large, and the appearance of pairs of lines for each site in frequency-resolved approaches becomes undesirable. In the last five years, several techniques have been used to achieve spin-state separation/selection, in the indirect dimension. In this context, IPAP, spin-state ($S^2E$, $S^2CT$), and $\alpha/\beta$-selection elements have been included in sensitivity-enhanced pulse schemes. Key features of corresponding elements are presented in Figure 3.

In the IPAP sequences, an antiphase doublet is generated by the inclusion of the element presented in Figure 3 at the beginning of the $t_1$ evolution. Addition/subtraction of the obtained spectrum to the in-phase doublet generated in the absence of this element separates upfield and downfield components into two spectra from which frequency positions can be measured, each with half the number of peaks. In the $S^2$-type (refs 78, 91, and 92 and references therein) and $\alpha/\beta$-type experiments, spin-state selective excitation is achieved through manipulation of pulse phases during the INEPT transfer, and the reverse INEPT phase, as to avoid spin-state mixing. All these sequences are prone to relaxation-induced artifacts resulting in spurious peaks at the position of the canceled resonance and are sensitive to J-mismatch. Elegant modifications have been proposed such as the double in-phase single antiphase (DIPSAP) experiment which corrects for the latter problem. A last alternative to circumvent the problem of overlap in the J-coupled spectra has been presented very recently. In the J-evolved heteronuclear transverse relaxation optimized spectroscopy (J E-TROSY), J-coupling of the sharpest cross-peak multiplet component selected in a TROSY experiment is allowed to evolve during the INEPT transfer in addition to during the heteronuclear chemical shift evolution time. As a result, the value of the $^1H\rightarrow^{15N}$ or $^1H\rightarrow^{13C}$ coupling can be determined from the frequency displacement from the zero frequency in a third dimension. A disadvantage results from the additional dimension; nevertheless, the acquisition time is comparable to that of other J-modulated experiments.

For medium-size to large $^{15N}$- or $^{15N},^{2H}$-labeled biomolecules, combining TROSY elements with the measurement of RDCs is very appealing. Differential cross-correlated relaxation of the downfield and upfield components of a $^1H\rightarrow^{15N}$ doublet means that precision of measurement will be limited by the broadest component. It would be ideal to measure coupling simply from the sharpest (TROSY) components. Because coupling inherently mixes fast and slow relaxing line components, however, it is difficult to retain the full TROSY advantage. Nevertheless, much progress has been made. RDCs measured in a TROSY-HSQC pair of experiments clearly surpass those measured in the IPAP-HSQC. The precision at which $^{1}{\text{D}}_{\text{HN}}$ can be measured with the

![Figure 3. Pulse sequence elements used for the separation of doublet components in frequency resolved HSQC/TROSY RDC measurements. (A) Element added to collect the antiphase component of the IPAP at the beginning of the $t_1$ evolution. Addition/subtraction of the obtained spectrum to the in-phase doublet generated in the absence of this element separates upfield and downfield components into two spectra from which frequency positions can be measured, each with half the number of peaks. In the $S^2$-type (refs 78, 91, and 92 and references therein) and $\alpha/\beta$-type experiments, spin-state selective excitation is achieved through manipulation of pulse phases during the INEPT transfer, and the reverse INEPT phase, as to avoid spin-state mixing. All these sequences are prone to relaxation-induced artifacts resulting in spurious peaks at the position of the canceled resonance and are sensitive to J-mismatch. Elegant modifications have been proposed such as the double in-phase single antiphase (DIPSAP) experiment which corrects for the latter problem. A last alternative to circumvent the problem of overlap in the J-coupled spectra has been presented very recently. In the J-evolved heteronuclear transverse relaxation optimized spectroscopy (J E-TROSY), J-coupling of the sharpest cross-peak multiplet component selected in a TROSY experiment is allowed to evolve during the INEPT transfer in addition to during the heteronuclear chemical shift evolution time. As a result, the value of the $^1H\rightarrow^{15N}$ or $^1H\rightarrow^{13C}$ coupling can be determined from the frequency displacement from the zero frequency in a third dimension. A disadvantage results from the additional dimension; nevertheless, the acquisition time is comparable to that of other J-modulated experiments.](image-url)
Despite success with measurement and interpretation of one-bond couplings, there is a clear need to measure a larger variety of couplings. In fact, five independent measurements are required to define order and orientation of small fragments, and additional parameters must be defined if dynamics are to be studied. Thus, a variety of experimental schemes has been designed for the collection of $^{1}D_{N-C}$, $^{1}D_{N-Ca}$, $^{1}D_{Cu-C}$, $^{1}D_{Cu-Cu}$, $^{2}D_{N-C}$, $^{2}D_{N-Ca}$, $^{2}D_{HN-C}$, $^{2}D_{HN-Ca}$, and $^{3}D_{HN-C}$ RDCs in $^{15}N$, $^{13}C$, or $^{15}N$, $^{13}C$, $^2H$-labeled proteins. These experiments take advantage of the methodology developed for the measurement of $^{1}D_{HN-N}$ and $^{1}D_{HN-C}$ couplings, as well as the triple-resonance experiments developed for assignment purposes. They have recently been extensively reviewed by Bax and coworkers.7 Nevertheless, one principal advancement in recent years deserves special attention, namely, the collection of multiple couplings in a single experiment. This is motivated not only by the need to reduce spectrometer time requirements but also by the need to work within limits imposed by instability of biomolecules or alignment media.

Multiple couplings were first collected in a 30-kDa perdeuterated protein, MAP 30.100 At 700–800 MHz, the $^{13}N$ line-narrowing obtained by constructive use of relaxation interference between $^{1}H$–$^{15}N$ dipolar coupling and $^{15}N$ CSA (TROSY) allows the accurate simultaneous measurement of $^{1}D_{HN-N}$, $^{1}D_{HN-C}$, and $^{2}D_{HN-C}$. $^{1}D_{HN-N}$ splittings are further separated in two different spectra by addition/subtraction of the in-phase and antiphase $^{15}N$–$^{1}H$ doublets collected in the indirect dimension of a $^{1}H$, $^{15}N$ HSQC spectrum. In each subspectrum, the absence of $^{13}C$ and $^2H$ decoupling during the $^{15}N$ evolution yields E.COSY-type patterns, from which the $^{1}D_{HN-C}$ and $^{2}D_{HN-C}$ can be extracted, respectively, from the indirect and direct dimensions. Since that time, several strategies including the IPAP strategy, spin-state selective strategies, and J-modulated strategies have been used for the concomitant measurement of many other couplings. Adding to the collection of experiments previously reported by Griesinger et al.,101 many of these experiments, the couplings measured, their experimental basis, and their respective references have been collected in Table 2. As the size of the studied protein increases drastically, some of these approaches are hampered by resolution and sensitivity issues and by the severe attenuation of the anti-TROSY component.97 For large $^{15}N$, $^{13}C$, $^{2}H$-labeled proteins, Yang et al.102 proposed three modified TROSY-HNCO pulse schemes for the collection of $^{1}D_{HN-N}$ and $^{2}D_{HN-C}$, $^{1}D_{HN-C}$ and $^{2}D_{HN-C}$, as well as $^{1}D_{Cu-C}$ and $^{3}D_{HN-Ca}$ RDCs. These pulse sequences take advantage of the E.COSY strategy103 as well as accordion style spectroscopy104 (except in the last case). When collected on a 1 mM sample of maltose-binding protein (42 kDa), they yielded a set of five RDCs for 275 well-resolved resonances with reasonable agreement between repeated experiments and values calculated from the crystal structure. Incorporated into a structure refinement procedure, this dataset improved the precision of the family of structures from 5.5 to 2.2 Å, while the rmsd with respect to the X-ray structure reduced from 5.1 to 3.3 Å.105

While RDCs have been most frequently used in combination with other types of NMR data to characterize biomolecular structures, there have also been

![Figure 4. Example of $^{1}H$–$^{15}N$ RDC measurement in a large protein using a mixed HSQC-TROSY pulse sequence (CE-TROSY).](image-url)
<table>
<thead>
<tr>
<th>biomolecule</th>
<th>labeling</th>
<th>dipolar coupling</th>
<th>method</th>
<th>principle</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>small/medium size protein</td>
<td>$^{15}$N</td>
<td>H_{N} -- N</td>
<td>J-HSQC</td>
<td>J-modulation</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SCE-HSQC</td>
<td>line position from two spectra, normalization</td>
<td>198,197</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IPAP-HSQC</td>
<td>line position from two spectra</td>
<td>84,85,89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>E-COSY-HSQC</td>
<td>E-COSY extraction</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>S^{+}-E-HSQC</td>
<td>line position from two spectra</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>S^{+}CT-HSQC</td>
<td>line position from two spectra</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\omega$J-HSQC</td>
<td>line position from two spectra</td>
<td>93,198</td>
</tr>
<tr>
<td></td>
<td>$^{15}$N, $^{13}$C</td>
<td>C_{a} -- H_{a}</td>
<td>CT-J-HSQC</td>
<td>J-modulation</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HNCO</td>
<td>E-COSY type spectra</td>
<td>199</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(HACACO)NH</td>
<td>J-modulation</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(HACACO)NH</td>
<td>J-modulation</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IPAP-(HA)CANH</td>
<td>line position from two spectra</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>H,C-H-COSY</td>
<td>line position from two spectra</td>
<td>90</td>
</tr>
<tr>
<td>$^{15}$N, $^{13}$C</td>
<td>N-C', N-C_a</td>
<td>H_{N}, N_{C}, H_{a}</td>
<td>TROSY-HNCO</td>
<td>J-modulation</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>J-correlated HNC</td>
<td>peak volume in two spectra</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE-HSQC</td>
<td>line position from two spectra</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HN-(H)-COCA-J</td>
<td>line position from two spectra</td>
<td>203</td>
</tr>
<tr>
<td></td>
<td>$^{13}$C</td>
<td>C_{a}' - C_{a}</td>
<td>CT-HSQC</td>
<td>line position</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>E-COSY-HNCA</td>
<td>E-COSY extraction</td>
<td>208</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CT-J-HSQC</td>
<td>J-modulation</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CB(CA)CONH</td>
<td>peak volume from three spectra</td>
<td>117</td>
</tr>
<tr>
<td>$^{15}$N, $^{13}$C</td>
<td>N-C', H_{N}'</td>
<td>H_{N}-N_{C}, H_{a}</td>
<td>DIPSAP J-HNCO</td>
<td>line position from three spectra</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>S^{+}/IPAP-HNCO</td>
<td>E-COSY extraction</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IPAP-HNCO</td>
<td>line position from two spectra for H_{N}-N_{C} from one spectrum C_{a}-X</td>
<td>207</td>
</tr>
<tr>
<td>$^{15}$N, $^{13}$C</td>
<td>side-chain CH_{2}: C-H</td>
<td>H_{N}-N_{C}, C_{a}-H_{a}</td>
<td>CT-HSQC</td>
<td>J-modulation</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>E-COSY-HNCA</td>
<td>E-COSY extraction</td>
<td>208</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CB(CA)CONH</td>
<td>peak volume from three spectra</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>S^{+}/HCPA-HNCO</td>
<td>E-COSY extraction</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IPAP-CH-HNCO</td>
<td>line positions from four spectra</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IPAP-CH-HNCO</td>
<td>J-modulation</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>side-chain CH_{2}: C-C</td>
<td>J-modulation</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>side-chain CH_{3}: H-H</td>
<td>filtered-CT-HSQC</td>
<td>H,H coupling as antiphase splitting</td>
<td>114,209</td>
</tr>
<tr>
<td></td>
<td></td>
<td>side-chain CH_{3}: H-H</td>
<td>filtered-CT-HSQC</td>
<td>line separation from two spectra</td>
<td>120</td>
</tr>
<tr>
<td>no label</td>
<td>H,H</td>
<td>H,H</td>
<td>COSY</td>
<td>ACME amplitude-constrained multiplet evaluation</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CT-COSY</td>
<td>intensity modulation</td>
<td>133,210</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>signed COSY</td>
<td>ACME amplitude-constrained multiplet evaluation</td>
<td>138</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MOCCA-SIAM</td>
<td>ACME amplitude-constrained multiplet evaluation</td>
<td>211</td>
</tr>
<tr>
<td>RNA/DNA</td>
<td>$^{15}$N, $^{13}$C</td>
<td>H_{N}, N</td>
<td>J-E-TROSY</td>
<td>J-resolved spectroscopy</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SCE-HSQC</td>
<td>in 'H dimension</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>$^{15}$N, $^{13}$C, $^{2}$H</td>
<td>H_{N}, N</td>
<td>TROSY-HNCO</td>
<td>line position from two spectra</td>
<td>84,102</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TROSY-HNCO</td>
<td>line position from two spectra</td>
<td>102,212</td>
</tr>
<tr>
<td></td>
<td>$^{15}$N, $^{13}$C, $^{2}$H</td>
<td>H_{N}-N_{C}, H_{N}-H_{a}</td>
<td>TROSY-HNCO</td>
<td>line position from two spectra</td>
<td>102,212</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1^{3}C-1^{3}C-TOCSY</td>
<td>H,H coupling as splitting</td>
<td>123</td>
</tr>
<tr>
<td>$^{15}$N, $^{13}$C</td>
<td>C-H</td>
<td>J-modulated H-1^{5}C-HSQC</td>
<td>H-1^{5}C-HSQC</td>
<td>intensity-modulation</td>
<td>213</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TROSY-HSQC</td>
<td>line position from two spectra in 'H dimension</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N-{C}-C_{9}--9-purine</td>
<td>E-COSY extraction</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N}-{C}-C_{9}--9-purine</td>
<td>E-COSY extraction</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N-{C}-C_{9}--9-purine</td>
<td>E-COSY extraction</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N-{C}-C_{9}--9-purine</td>
<td>E-COSY extraction</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>N-{C}-C_{9}--9-purine</td>
<td>H_{2}-H_{1}, H_{2}-C_{1/2}, H_{1/2}</td>
<td>CT-HMQC</td>
<td>E-COSY extraction from C_{1}--C_{2} and H_{1}--C_{2} planes</td>
<td>113</td>
</tr>
<tr>
<td>no label</td>
<td>H,H</td>
<td>H,H</td>
<td>CT-COSY</td>
<td>intensity modulation</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CT-COSY</td>
<td>intensity modulation</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CT-NOE</td>
<td>intensity modulation</td>
<td>217</td>
</tr>
<tr>
<td></td>
<td>$^{19}$F</td>
<td>H-F</td>
<td>E-COSY</td>
<td>E-COSY extraction</td>
<td>218,219</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HNN</td>
<td>E-COSY extraction</td>
<td>220</td>
</tr>
<tr>
<td>polysaccharide</td>
<td>no label</td>
<td>C-H</td>
<td>CT-CE-HSQC</td>
<td>C-H splittings</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HMB</td>
<td>line fitting</td>
<td>221</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CT-COSY</td>
<td>intensity modulation</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>E-COSY</td>
<td>E-COSY extraction</td>
<td>222</td>
</tr>
<tr>
<td></td>
<td>$^{13}$C</td>
<td>H-H, C-C</td>
<td>CT-HSQC</td>
<td>intensity modulation</td>
<td>223</td>
</tr>
</tbody>
</table>
opposed to 15N/13C enrichment. 13C connectivities structure determination and by emphasizing 15N a s targeting simultaneous resonance assignment and on the types of experiments that could be used by respectively collected.70,107,108

at natural (or low) levels of 13C abundance were those experiments with sufficient sensitivity to work were not excluded from the experiments, but only chosen. With recent improvements in the sensitivity of NMR instruments and the advent of cryogenic-probe technology, the most sensitive triple resonance probe technology, the most sensitive triple resonance experiment, in which 1DHN, 1DNN, and 1DNC are respectively collected.70,107,108

A representative dataset of the 3D HNCA experiment, including the isotropic and aligned sample in a mixture of DMPC/DHPC/CTAB bicelles, is presented in Figure 5. The small protein studied con-
tains 77 amino acids and constituted one of the targets of the South East Collaboratory for Structural Genomics (SECSG).109 Several sections of 1HN-13C planes at particular 15N chemical shifts are shown. These establish connections of a given 1HN resonance to both intra- (i-) and inter- (i-1) 13C i res. The intraresidue E.COSY-type multiplets show 1H-13C, splittings in the vertical dimension and 1HN-13C, splittings in the horizontal dimension for both aligned and isotropic conditions. The interresidue E.COSY- type multiplets show 1HN-13C, splittings in the vertical dimension and 1HN-13C, splittings in the horizontal dimension only for the aligned condition as there is no significant interresidue four-bond 1HN-13C scalar coupling. In addition to orientational information from RDC values, the HNCA-E.COSY experiment provides key information to establish interresidue connectivities. As in the normal HNCA experiment, matching the intraresidue 1HN shift seen in one segment to the interresidue 1HN shift seen in another segment provides connectivity. However, the HNCA-E.COSY as used for RDC measurement has additional advantages. The 1HN to 13C(i-1) pair is readily identified since the 1HN upfield and downfield peaks present no frequency shift in the direct dimension. Also, accidental degeneracy in establishing sequen-
tial connectivities is minimized by insisting on matching of both doublet components in the aligned spectrum; because RDC values are different for different (1HN,13C i) pairs, this adds an additional filter.

Analysis of the data can be automated to a consid-
erable extent. In the case illustrated, this started with processing and automatic peak-picking, followed by a manual screening within the NMRPipe/NMRDraw suite of programs.110 Peak positions were refined using Pipp and the nlinLS procedure within NMRPipe. It was followed by the simultaneous assignment of resonances to a particular (1HN,15N) pair and measurement of couplings, which appeared as a frequency displacement in the direct and/or indirect dimension of the corresponding spectra. This step was automated with the help of Td/Tk scripts in NMRPipe. Matching of 1HN chemical shift as well as splitting was also pursued automatically within a Td/Tk script.

For many protein samples, the time requirement for recording a full 3D spectrum with a signal-to-noise ratio sufficient for the precise determination of RDCs can be prohibitive. In fact, datasets containing three or more RDCs per residue are limited (BMRB and PDB databases). In this context, reduced dimensionality approaches may offer a good compromise, at least for small to medium-size proteins. With this idea in mind, Bersch et al.111 recently demonstrated the concomitant measurement of 1DHN-15N and 1DHN-15C in 1HN, 13C-labeled MerAa, a 68-amino acid protein. The pulse sequence, a 2D J-HNCO(H), is based on a regular HNCO experiment and uses the same incremented time delay t1 to encode for the time evolution of the two spins 15N and 13C. An adapted quadrature detection scheme, the absence of H decoupling during the 15N and 13C frequency editing, and the use of a J mismatched compensated DIPIAS filter (Figure 3) lead to the generation of two sub-

Figure 5. HNCA-E.COSY experiment for the simulta-
neous measurement of 1H-13C, and 1HN-1H, couplings in 1HN-labeled, low percentage13C-labeled proteins.10(A) Pulse sequence generating a 3D spectrum with E.COSY multi-
plets in the 1H-13C planes. (B) Example segments at discrete nitrogen frequencies showing intraresidue and interresidue multiplets for two residues. The protein, a 77-
residue conserved hypothetical protein from Pyrococcus furiosus labeled to 90% in 15N and 16% in 13C, is at 0.5 mM in 30 mM phosphate buffer, 50 mM KCl, 4% (w/v) C12E5/ hexanol/CTAB (27:31:1). Data were collected at 600 MHz with a cryogenic probe. Note that no 1HN-1H, splittings are observed for interresidue multiplets under isotropic conditions.
spectra $\alpha$ and $\beta$, where the resonance is displaced in the indirect dimension by the sum and the difference of the two targeted couplings. In this example, $^1D_{H-N}$ and $^2D_{H-N}$ could be measured with a precision of 1.0 and 0.5 Hz, respectively, for 52 out of the 68 amino acids of the protein in only 45 min.

In DNA and RNA samples, measurements of multiple RDCs are sparse, partly due to the still onerous labeling task and to the lower spectral resolution. A suite of 2D spin-state selective experiments, including the $S^E$ excitation scheme, have been proposed for the simultaneous measurement of one- and two-bond RDCs in pyrimidines and purines. In addition, there are some 3D experiments yielding as many as five couplings. References to these experiments have been included in Table 2.

4.3. One-Bond C–C and C–H RDCs in Protein Side-Chains

One- to three-bond backbone RDCs provide invaluable orientational information for structure validation, for de novo backbone fold determination, and for the characterization of protein—protein, protein—DNA, or protein—ligand interactions. However, side-chain conformations are responsible for the critical details at the protein surface and can be responsible for the recognition between a protein and its partner. At the active site or the core of a protein, accurate positioning of methylene or methyl groups often defines hydrophobic side-chain contacts. Gaining orientational information on these fragments could obviously complement the distance restraints obtained through NOEs and help in structure refinement. In addition, orientational restraints can facilitate stereospecific assignments and provide an insight into $\chi_1$ torsion angles.

Three RDCs are commonly used to provide side-chain orientational information: $^1D_{C-C}$, $^2D_{C-H}$, and $^3D_{C-C}$. Some of the simplest and most convenient approaches to measuring $^3D_{C-C}$ couplings are to use a $J$-modulated constant-time HSQC, and IPAP-CT-HSQC, or a 3D CB-(CA)CONH. For methylene groups, Carlomagno et al. have proposed a sequence that separates four of the eight normally unresolved components of a CH2-coupled HSQC multiplet. The carefully designed sequence, SPI n sTate selective ZEro overlap HSQC (SPITZE-HSQC), yielded the measurement of $H_{\alpha11}-C_{\alpha}$, $H_{\alpha21}-C_{\alpha}$, and $H_{\alpha11}-H_{\alpha2}$ scalar and RDCs for all six glycines present in a $^{15}N$, $^{13}C$ ubiquitin sample. One cautionary note is that values measured need to be interpreted carefully because of possible second-order effects.

In the case of methyl groups, the alignment introduces splittings in the proton spectrum which are the result of nonaveraged dipolar interactions between methyl protons. If the reorientation of the methyl group around its $C_3$ symmetry axis is fast, the $^1D_{H-H}$ coupling is, except for a scaling factor of $-3/4$, formally equivalent to the dipolar splitting between two weakly coupled protons. A 2D pulse sequence was designed by Kalkkonen and Otting to measure the separation of the two outermost lines of the triplet by creating antiphase magnetization which suppresses the central resonance of the triplet. The observed relationship of $^1D_{H-C}$ and $^2D_{H-C}$ experimental couplings, $^2D_{H-C} = 2.3$ $^1D_{H-C}$, confirms that measurement of $^1D_{H-C}$ and $^2D_{H-C}$ couplings are in fact redundant. As the size of the protein increases, a high level of deuteration, 50% or so, is used to slow the relaxation of heteronuclei. Methyl groups are then present as three isotopomers, CH$_3$, CH$_2$D, CHD$_2$, which show slightly different chemical shifts. Filters can be introduced in the pulse sequence of interest to select one of the isotopomers, CH$_3$D, for example, and $^2D_{H-H}$ can be measured quite easily. Using an $\alpha/\beta$ spin-state selection filter and a CT-HSQC based experiment Sibille et al. measured 65 methyl $D_{H-H}$ couplings in SiR–FP18, a 18-kDa protein. More importantly, the authors could pursue a significant number of stereospecific assignments for valine, threonine, and isoleucine methyl groups by reproducing these measurements in two different alignment media and fitting the experimental values with RDCs calculated using the analysis program MODULE. Alternatively, orientation of the methyl $C_3$ symmetry axis can be determined by the measurement of $^3D_{C-C}$ couplings. In high molecular weight, fractionally deuterated proteins, these couplings can be measured from a modified $J$-modulated constant-time HSQC. Very recently, an approach using a $^{13}C$-start and $^{13}C$-observe experiment in combination with broadband homonuclear cross-polarization has been presented for uniformly deuterated proteins of molecular weight above 40 kDa. To date, this approach is still limited by spectral overlap and the multiplicity of many $^{13}C$-correlation cross-peaks, but it may offer advantages for uniformly deuterated proteins up to 100 kDa.

4.4. Proton–Proton RDCs

Most of the RDCs presented so far have involved spins separated by one or two bonds; the distance between spins is fixed by bond geometry and the observables relate primarily to orientation. However, in the case of proton pairs, RDCs over much longer ranges can be observed. When Hansen et al. executed a TOCSY-type pulse sequence on a 10-mer DNA duplex in phage they noted the appearance of new cross-peaks. The corresponding long-range interproton dipolar interactions could be detected between proton pairs separated by up to 7.5 Å. This is the result of the $1/r^3$ dependence of the dipolar coupling as compared to the $1/r^6$ dependence of the Nuclear Overhauser effect. Constraints based on measurement of these couplings now involve both distance and angular variables. Their value for structure determination of proteins was quickly recognized; measurement and inclusion of $D_{H-H}$ couplings in the structure refinement of ubiquitin, for example, resulted in a backbone atomic rms shift of 0.43 Å toward the crystal structure. Perdeuteration of proteins can extend the range over which couplings can be measured and also allows the measurement of $D_{H-N}$ and $D_{H-H}$ couplings between remote backbone segments in proteins. A more general approach for extending distances over which couplings can be observed is to effectively decouple all...
protons outside the spectral regions of interest during the homonuclear coherence transfer. A band-selective \(^1\)H homonuclear decoupling pulse element has been designed and implemented in a COSY pulse sequence. Couplings on an unlabeled 12-mer DNA duplex have been detected between two protons up to three base pairs (12 Å) apart.\(^{128}\)

Another very useful application occurs in oligosaccharides. One-bond \(\text{H} - \text{C} \) dipolar couplings, which are relatively easy to measure in these molecules, frequently do not provide a sufficiently diverse set of RDCs to determine structure because of the nearly parallel orientation of many \(\text{C} - \text{H} \) vectors in pyranose rings. The addition of proton—proton RDCs provides the information needed and allows constraint of the orientation of one ring relative to another, as well as some assessment of conformational flexibility in these molecules.\(^{129,130}\)

\(^1\)H—\(^1\)H couplings are also unique in that many of the experiments used to measure them do not require isotopic labeling of the molecule of interest. Simple COSY experiments and their derivatives can provide convenient means of visualizing couplings.\(^{131}\) Actual measurement of couplings is more challenging. A recent procedure proposes an amplitude-constrained multiplet evaluation (ACME) to interactively extract the coupling constants.\(^{132}\) An alternative is to use a constant-time COSY. In the absence of significant differential relaxation, the cross-peak intensity and the autopeak intensity are respectively modulated by a sine and cosine function of the homonuclear coupling constant. To avoid inaccuracy related to the different phase properties of the cross- and autopeaks, data sets are collected for different constant times, and amplitudes of the signals are fit to extract the necessary couplings. Data collected on a trisaccharide are presented in Figure 6, together with subsequent analysis of the observed ratio of cross-peak and autopeak amplitudes.\(^{133}\) Other variants of these basic procedures are included in the experiments listed in Table 2.

In macromolecules that do have a high level of \(^{15}\)N and/or \(^{13}\)C labeling, the heteronucleus can be advantageous in resolving additional proton—proton couplings. A variety of triple resonance experiments\(^{134-136}\) have been designed for \(^{15}\)N, \(^{13}\)C-labeled proteins that take advantage of the E.COSY approach proposed by Sørensen and co-workers.\(^{135-137}\) This approach can also be integrated in experiments designed for \(^{15}\)N-only labeled proteins. In the corresponding experiments, the transfer of coherence from the \(^1\)H nucleus to the \(^{15}\)N nucleus without nitrogen decoupling provides the necessary E.COSY. After \(^{15}\)N evolution and transfer to an amide proton, a TOCSY\(^{138}\) or NOESY\(^{139}\) transfer establishes a connection to a remote proton. This strategy provides both the magnitude and the sign of the \(\text{D} - \text{H} \) coupling in contrast to approaches based on the HNHA or HSQC/HMQC experiments which only provide magnitudes.\(^{140}\)

There are of course a number of other types of RDCs that can and have been measured, including those between \(^{31}\)P or \(^{19}\)F and any number of the spins we have already discussed. The experiments used to measure these couplings parallel those discussed above. We will not discuss these experiments in detail, but again we have included appropriate references in Table 2.

5. Structural Interpretation of RDCs

The advances in the acquisition of RDC data have clearly enhanced the potential for extracting structural information on a variety of biomolecular systems. It is tempting to think of use in structure determination as a relatively straightforward undertaking. After all, programs for the production of structures based on NOE distance constraints are highly refined and readily available. However, RDCs in most applications offer a fundamentally different type of information, information that is orientational, in addition to distance dependent. This fact, in some ways, makes RDC information an ideal complement to NOEs; RDCs can provide long-range constraints on structures in situations in which few NOEs can be observed. However, this fundamental difference in the nature of the information offered has required the development of a number of new procedures and
new software programs for interpreting RDCs in terms of structural models. We discuss these developments in terms of four classes: (1) a group of programs combining RDC information with other structural constraints (NOE-based, for example) using target, pseudoenergy, or error functions in MD-like algorithms, (2) a group of programs building structures primarily from RDCs by a direct search for fragment geometries compatible with molecular alignment data, (3) a group of programs using RDC data to search for homologous structures that may exist in structural databases or to validate structures produced by computer modeling strategies, and (4) a group of programs using RDCs in combination with existing structures of complex systems (ligands, protein domains, nucleic acid segments, or subunits of macromolecular complexes) to deduce orientational relationships of the components. Each class has its own advantages and special areas of application.

5.1. Additional Constraints in Structure Determination and Refinement

The first class of RDC implementation has most commonly been built on programs initially introduced for the analysis of NOE data. Programs such as XPLOR/CNS,141,142 DYANA,143,144 and AMBER145,146 are good examples of cases in which error or target functions have been added that minimize when RDC data are satisfied. These programs work by searching for a global minimum in a total energy function by simulated annealing, Monte Carlo, or other approaches. These approaches work well when substantial amounts of NOE data are included to minimize problems with the multiple minima inherent in RDC error functions. In cases in which RDC data are more numerous, search efficiencies can also be improved by reducing weighting functions for RDCs during early stages of the search to allow NOE data to dominate initial folds. The optimum protocols may vary with the number and distribution of constraints as well as the size of the system studied.16 When RDC data are added to structure determination protocols in this way, substantial improvements in the quality of NMR structures can be realized. An interesting observation is that when a corresponding high resolution X-ray structure exists, the NMR structures not only become better defined (according to rmsds of backbone atoms) but also converge toward the X-ray structure.147

One interesting application has been in the comparison of protein structures in the presence and absence of bound ligands. Galectin-3 is a carbohydrate binding protein (lectin) with an affinity for lactose or N-acetyl-lactosamine. Crystal structures exist for the protein with ligand bound but not for the apoprotein. A set of NOE data existed, and a set of \(^{1}H-^{15}N\) RDC data was acquired for the protein in the absence of ligand. Starting from the crystal structure, a ligand-free structure was generated using a target function and simulated annealing protocol. The two structures, as compared in Figure 7, present an interesting picture of binding site dynamics and the possible exposure of peptide segments involved in apoptotic signaling in the presence of ligand.

RDC constraints can be combined with a variety of constraints other than NOEs using similar pseudoenergy/target function approaches. As discussed above, CSA offsets for resonances from highly anisotropic groups such as carbonyl carbons display geometry dependence similar to RDCs; in fact, these offsets can be written in terms of a pair of RDC-like constraints. A procedure for adding these constraints has been added to the program CNS. A novel addition to DYANA combines RDC data not only with NOE data but also with data from pseudocontact shifts and electron spin-induced relaxation of nuclear sites in systems substituted with paramagnetic metal ions. Paramagnetic relaxation provides distance constraints between a paramagnetic (metal, spin label) center and the nuclear site in much the same way that NOEs provide distance constraints between pairs of nuclear sites, but the distances have a longer range. Pseudocontact shifts display a distance \((1/r^3)\) and an angular dependence similar to RDCs, but now the vector that defines that distance is that between the paramagnetic center and the single nuclear site observed, rather than a vector connecting a pair of spin \(^{1/2}\) nuclei. These new additions are particularly intriguing because of the recent introduction of paramagnetic tags for alignment purposes and the move to higher fields where measurement of these additions will become easier (see section on alignment media).57

5.2. Direct Structure Determination

The second class of programs has usually been based on a procedure that calculates the best order tensor solution for a subset of dipolar couplings belonging to a small peptide fragment of assumed geometry. An early program solved a set of equations analogous to eq 2 in section 2.1 to obtain a best order tensor solution using singular value decomposition.148 The resulting order tensor elements were assembled into a matrix, and the matrix was diagonalized to yield principal order tensor values and a definition of the principal axis directions in the molecular fragment frame. Various fragment geometries can
Figure 8. Protein backbone structure determination from RDCs.79 (A) The local structure and global orientation was determined from RDC data for six fragments of the small protein, rubredoxin. (B) Translation and connection of the fragments resulted in a complete structure, 1RWD.

These can also be tested by back-calculating RDCs from a best order tensor solution and comparing them with experiment to give a score used in selecting an appropriate model.149 In an early application,70 the phi and psi angles connecting a pair of peptide planes were systematically varied using a comparison to a set of six couplings per peptide plane (nine unique to a pair of planes) to select the best geometry. The couplings included $H_{R_i-N_{i-1}}$, $C_{i-1}-N_{i}$, $C_{i-1}-H_{N_{i}}$, $C_{i-1}-H_{D_{i}}$, $H_{N_{i}}-H_{D_{i}}$, and $H_{N_{i}}-H_{D_{i-1}}$ couplings. Additional peptides were then added along with additional couplings (3–6) to extend the fragments to lengths of 6–16 residues. In the case of the small protein rubredoxin (54 residues) geometries for six fragments, each separated by a single proline, were identified. These fragments were then combined using the fact that fragments must be oriented so that order frames as viewed from each fragment must coincide. Several of the fragments with their alignment frames are shown in Figure 8. In most cases, bonding restrictions imposed by the single connecting proline provide unique translational positioning. RDC data from a second medium helped resolve any remaining 4-fold orientational degeneracy of the individual order frames.59 The procedure led to a backbone structure that agreed within 1.8 Å with a closely homologous X-ray structure.70 A unique aspect of the procedure is that assignment of resonances to a specific point in a protein sequence is not a prerequisite to structure determination. Sets of couplings involving particular resonances do need to be connected, but this can be accomplished without many of the experiments normally required for sequential assignment.

This general procedure has been systematized and improved to allow a recent application to a larger protein as a part of a structural genomics project.109 One of the tenants of structural genomics initiatives is that determination of structures for proteins in poorly populated fold families will allow computational prediction of structures for proteins with homologous sequences.150 Since sequence identity of homologues may be as low as 30%, side-chain geometry is of little relevance. This raises interest in direct determination of backbone structures, something that RDC-based approaches can accomplish when NOE-based approaches cannot because of the rarity of backbone-to-backbone NOEs in most protein structures.

Similar order tensor-based strategies can be adopted when taking fragments from libraries of existing structures. Delaglio and Bax151 introduced a procedure that uses a reduced set of structures from the Protein Data Bank to provide this library. Fragments 5–7 residues in length, having a set of four backbone couplings per residue ($H_{N_{i}}-N_{i}$, $H_{D_{i}}-C_{i}$, $N_{i}-C_{i-1}$, $H_{N_{i}}-C_{i-1}$), are threaded through members of the reduced set incrementing the alignment one residue at a time. A best alignment tensor is calculated, and an rmsd between experimental and back-calculated couplings is used to evaluate the alignment. The procedure has been tested on ubiquitin with significant success. In this case, complete sequential assignments were done ahead of structural analysis and fragment length was selected simply based on structural precision and database limitations. For shorter fragments, this database approach appears to provide an adequate sampling of conformational space but at some compromise in precision. For longer fragments precision improves, but there are concerns about adequate sampling and bias of structures toward conformations that are already well represented in the database.

Levy and Andrec have introduced a similar protocol.152,153 Their procedure differs in that it employs a filter that requires overlapping segments to select the same structural form. The data set is again quite extensive with a set of RDCs similar to that used by Delaglio and Bax. They too find optimum performance with segments of approximately seven residues. Performance is improved with their procedure; however, there are more stringent requirements for extensive sequential assignment.

A procedure that appears successful with fewer data is built on methods developed for homology and ab initio protein modeling.154 These methods rely not only on local structural characteristics but also employ pairwise contact potentials to select proper folds. A structural template selected based on sequence homology is also used. Without RDCs, competitions such as the CASP program show that one might expect a structure accurate to 3.5 Å when a template with 30% sequence identity exists. When just $H_{N_{i}}-N_{i}$ RDCs are added, accuracy improves dramatically. A related method called ROSETTA

\[\text{Figure 8. Protein backbone structure determination from RDCs.} \]
employs many of the pairwise potentials of threading algorithms but works by doing a Monte Carlo search of a fragment library rather than starting from a homology template.\textsuperscript{155} This obviously broadens applicability by eliminating the need for a homology template. Test cases using RDC data on proteins from 52 to 128 residues gave structures with backbone atom rmsds ranging from 1 to 6 Å from structures determined by X-ray or NOE methods. In most cases, this represents a very significant improvement over modeling without experimental constraints. Again, these methods require extensive sequential assignment.

5.3. A Tool for Structure Validation or Homology Searches

The above categories clearly merge with our third class of programs, those that simply screen for similarity to proteins with known structure. This type of application was in fact among the earliest application of RDCs to protein structure determination.\textsuperscript{156} Assigned RDCs are sequentially placed along a trial structure, a search for a proper alignment tensor is conducted, and an rmsd between back-calcualted and experimental couplings is determined. Rmsd values approaching expected experimental error provide a positive hit. Griesinger et al. have expanded on this protocol by introducing a more efficient algorithm in a program called DipoCoup.\textsuperscript{61} They have also incorporated modules that accept additional pseudocontact shift information when paramagnetic proteins are examined.

Recently Valafar et al. have demonstrated that it may be possible to omit assignment to specific sites and rely on pattern matching to identify protein folds.\textsuperscript{157} An illustration is given in Figure 9 in which a comparison of the distribution of predicted dipolar couplings for a pair of structurally related proteins and a pair of structurally unrelated proteins is shown. In both cases, the width of the distribution is based on order predicted for a bicelle medium using the program PALES.\textsuperscript{158} The structurally related pair (Figure 9A) are domains from glycosyltransferases that have less than a 15% sequence identity over 180 residues but have a 2.5 Å backbone rmsd.\textsuperscript{159} One can clearly see the similarity in distribution of dipolar coupling values. The structurally unrelated pair (Figure 9B) is one of the glycosyltransferases and a similarly sized protein, ADP ribosylating factor. There is clearly a dramatic difference in pattern. Similarity in distributions can also be detected when the alignment tensor cannot be independently predicted and can be adjusted for a best fit to a distribution. However, recognizing similarity and dissimilarity in these cases depends on small deviations of experimental distributions from the powder pattern shapes. These distributions are calculated from a random distribution of vector directions for a large number of vectors using the best fit alignment tensor. The procedure in this latter case will break down for larger proteins and may not be able to distinguish certain symmetrically related structures. Nevertheless, application to a variety of folds in the 100-amino acid range appears to be quite feasible.
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5.4. Orientational Relationships between Components

The fourth class of programs is designed to take advantage of existing structures to extend investigations to the way biomolecular components interact and function. These are important applications and ones in which use of RDCs can be particularly advantageous. NOEs across the interface of interacting pairs of proteins, protein–nucleotide complexes, or protein–ligand complexes can be sparse and difficult to observe. Components of complex systems...
may also have dynamic aspects that are difficult to characterize by other means. Programs designed to address these problems often make direct use of the order tensors that were used to back-calculate RDCs in previous examples. As in the case of the protein fragment assembly strategy described above, the direction of axes of the principal order frame must coincide for elements of the same structure, placing restrictions on relative orientations of components; the magnitude of the principal order elements must also be the same if the complex under investigation is rigid. If elements for different components are not the same, they can, under the right circumstances, be interpreted in terms of the extent of motion between components.

Programs useful in analyses of the type described above include the ones that directly calculate order tensors from a structure and RDCs, including the ones employing singular value decomposition to find a best least-squares solution to a set of equations relating RDCs to order and orientation. A new program called REDCAT (REsidual Dipolar Coupling Analysis Tool) based on this algorithm has recently become available. Input is any PDB structure along with a list of atom pairs showing an RDC and the corresponding RDCs. Providing adequate data exist (in principle, more than five independent couplings, in practice more than 15) a set of principal order parameters and a set of Euler angles for transforming the PDB file to the principal alignment frame are returned. There are also a number of tools for assessing the quality of data. When applied to different parts of a complex, the transformed structures can be viewed in a common frame allowing assessment of probable modes of interaction. Again, with data from media giving different molecular orientations, or with the addition of a few distance constraints, it is possible to eliminate the normal 4-fold degeneracy in relative orientations.

A program called MODULE offers some very similar tools. The program is based on a different algorithm for finding an order tensor solution but allows the same transformation of coordinates for pieces of a complex and provides a more extensive graphical interface. There are also programs that are based on rigid body orientational minimization algorithms. The latter may provide a convenient approach, particularly when a variety of other data must be integrated with a structure search.

One of the earliest applications to relative domain orientation was in the case of a two-domain fragment from barley lectin. This application included an observation of interdomain motion. Magnitudes of order parameters were significantly larger for one domain than the other. This was interpreted as a tendency for one domain to preferentially interact with the birecule orientating medium, resulting in a greater degree of order for this domain. The other domain exhibits reduced order due to internal motion relative to the first domain. An assumed simple model for motion led to an estimate of internal fluctuations of ±30°. An illustration showing the relative domain orientations for this particular problem is shown in Figure 10.

Figure 10. Domain orientations for B and C domains of barley lectin. 1H—15N dipolar couplings were used to solve for alignment frames of each domain independently. Domains were then rotated until directions of frame axes coincided producing the structure depicted. The structure must be viewed as an average structure as substantial interdomain motion is detected.

Some more functionally relevant studies include those on T4 lysozyme and maltose binding protein in which closure of domains around ligand binding pockets has been quantitatively studied and analyzed in terms of hinge motion parameters. Other studies include domain orientations of homomultimers and mannose binding protein. Studying domain orientation in homomultimers has been a challenging problem when based on NOEs because of the single set of resonances observed and ambiguities between intra- and intermolecular NOEs. This problem can be avoided to a certain extent in RDC studies because certain symmetry axes must coincide with principal frame orientation axes. This is the case with mannose binding protein which has a 3-fold axis and in certain dimers. One of the largest protein systems tackled using RDCs to constrain domain orientations is hemoglobin. Here an interesting observation was that the structure determined in solution with the assistance of RDCs proved to be a dynamic average between previously existing crystal structures. There are also some notable examples of determining relative domain orientations in nucleic acids and nucleic acid–protein complexes.

Determining the bound orientation of a ligand complexed with a protein presents challenges that are much the same as for protein–protein complexes. One must independently determine the preferred orientation of both the protein and the ligand. Each is treated as a rigid body and the programs discussed above are well-suited to this type of problem. The same issues related to the 4-fold degeneracy of orientation arise, and one must either use multiple orientation media or supplementary distance constraints to remove this degeneracy. In some cases, the ligand is actually a peptide and sources of data are identical to those discussed above, namely, a variety of peptide backbone RDCs from a labeled ligand. For non-peptide ligands, the data source for the ligand may be dominated by 1H—1H and 1H—13C RDCs. While early work employed 13C-labeled
ligands. Recent advances in probe sensitivity (cold probes) have made it possible to work at natural abundance.

There can be some added difficulties in working toward bound ligand geometries using RDCs. Sensitivity limitations in ligand–protein interactions are sometimes overcome by working in the fast exchange limit and using an excess of ligand (10–20-fold). In this case, an average RDC would be observed, with RDCs from both bound and free states contributing. This would be akin to transferred NOE studies except there is no inherent emphasis of bound state RDCs; induced orientation of free ligand can be quite substantial. The need to separately measure and remove the free state contributions can significantly reduce accuracy of results. Work to improve this situation continues. Particularly promising are orientation protocols that preferentially orient the protein. This can occur when the protein is paramagnetic, either inherently or by addition of an appropriate tag. One interesting application is peptide binding to fragments of G-protein-containing membranes. These fragments have sufficient anisotropy in susceptibility to orient in the presence of high fields. Without the dense fragment distributions found in liquid crystalline media, there is minimal orientation of free ligand.

Another problem that arises frequently with bound ligands is the lack of sufficient information to determine both orientation and bound conformation from RDCs alone. Determining conformation is critical for flexible ligands, both peptides and oligosaccharides. The oligosaccharide case is challenging because $^{1}H-^{13}C$ one-bond couplings at natural abundance are often the primary source of information, and the number of independent pieces of information for each sugar ring can be minimal (all beta-linked glucose $H-C$ vectors are nearly parallel for example). In these cases, bound conformations are best determined from other sources. In some cases, conformational flexibility about glycosidic linkages is sufficiently restricted to allow assumption of a particular bound conformation. In other cases, RDC data for the determination of orientation can be combined with transferred NOE data on the ligand for determination of bound conformation.

Proper assembly of complexes, whether they are protein–protein, protein–nucleic acid, or protein–ligand complexes, necessitates translational as well as orientational constraints. There is a variety of procedures for identifying contact surfaces in complexes. These range from simple chemical shift perturbation of resonances from proximate residues by added components to various protection experiments (from paramagnetic induced relaxation, for example) on adding a second component. Implementing contact constraints in combination with orientational constraints in assembling a complex can also be challenging. Fortunately, there are software packages emerging that address this issue as well.

### 6. Limitations and Future Directions

The information available from RDC measurements and anisotropies in other NMR observables is obviously varied and quite powerful. It does, of course, have limitations. Chief among these is the absence of translational constraints in most applications. We have mentioned a few contact-sensitive experiments in our discussion of complex assembly above, but the need for more quantitative sources of long-range distance constraints is clear. One obvious source is paramagnetic relaxation enhancement from natural or artificially introduced centers. Under the right circumstances, these can provide very long-range restraints (20–30 Å). Several applications using relaxation enhancement from paramagnetic sites, either spin labels or metal centers, have already been used to provide some complementary distance information.

Another potential limitation is the effect of internal motion on RDC values. Most of our structural analysis procedures assume a rigid model for the molecule under study. When motion exists, without our knowledge, errors in structure can in principle be introduced. Fortunately, amplitudes of motion have to be rather large before this is a major concern.

RDCs can actually be turned into an advantage in the study of motion in cases in which adequate data exist to simultaneously determine structure. We do not plan to review this type of application here but simply point to the fact that reduction in order parameters by internal motion relates primarily to amplitudes of motion and is sensitive to motion on a wide range of time scales (picoseconds to milliseconds). Thus, RDC measurement complements spin relaxation studies which tend to be more sensitive to faster motions, and for slower motion, returns information on a time scale more readily than amplitudes of motion. The interested readers are referred to recent articles by the Griesinger and Tolman groups and their included references.

### 7. Abbreviations

- **ACME** amplitude-constrained multiplet evaluation
- **AMBER** force-field and package of molecular simulation programs
- **ADP** adenosine 5'-diphosphate
- **BMRB** Biomolecules Magnetic Resonance DataBank
- **CASP** critical assessment of techniques for protein structure prediction
- **CHAPSO** 3-(chloramidopropyl)dimethylammonio-2-hydroxy-1-propane sulfonate
- $C_{n}E_{m}$ is the number of carbons in a poly(ethyleneglycol) headgroup and $m$ refers to the number of repeating ethylene oxide units
- **CNS** crystallography and NMR system
- **CPyBr** cetylpyridinium bromide
- **CSA** chemical shift anisotropy
- **CT** constant-time
- **CTAB** cetyltrimethylammonium bromide
- **COSY** correlation spectroscopy
- **DNA/RNA** deoxyribonucleic acid/ribonucleic acid
- **DIOHPC** 1,2-di-O-hexyl-sn-glycero-3-phosphocholine
- **DIOPC** 1,2-di-O-dodecyl-sn-glycero-3-phosphocholine
- **DIPSAP** double in-phase single antiphase
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